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1 SATURDAY

1 Saturday

1.1 Kyler Siegel - Overview

1.1.1 Motivation

This is a technical meeting, this talk is for motivation. The topic of this is Global Kuransihi
Charts, an important emerging topic in Symplectic Geometry. There are many invariants
in symplectic geometry, but in many of them there is the technical issue fo defining virtual
fundamental classes. GLobal Kuranishi Charts allows us to do this in a more streamlined
way. Here’s a result first proven using GKC that would have been difficult without them:

Theorem 1: AMS ’21

Let M2n be a closed symplectic manifold, π : M → s2 be a smooth submersion whose
fibers are sympletic submanifolds of M . Then H∗(M ;Z) ∼= H∗(S2,Z) ⊗ H2(fiber,Z)
(as graded abelian groups)

This was known much earlier for M monotone ( Lalonde-McDuff-Polterovich), and over Q
for any symplectic manifold (McDuff). The hypothesis of this theorem automatically hold if
M is a smooth complex projective variety and π :M → P1 is any morphism (this was proved
by Deligne using algebraic methods). There’s a version of this theorem using more general
cohomology theories. This was proven using Gromov-Witten Invaraints

1.1.2 Gromov-Witten Invariants

Given any closed symplectic manifold, M2n and A ∈ H2(M,Z) with {βi}ki=1 ∈ H∗(M), and
g ≥ 0, then we should be able to define

GWM,A,g⟨β1, ..., βk⟩ ∈ Q

Which are symplectomorphism invariants of M . The rough idea for defining these things is
as follows. Start by choosing an almost complex structure J compatible with the symplectic
form. Then for a Riemann surface (Σ, jΣ)

GWM,A,g⟨β1, ..., βk⟩ = #{u : σ →M |∂u = Jdu− du ◦ jΣ = 0}/ ∼

With z1, .., zk ∈ Σ and u(zi) ∈ βi for all i, and [u] = A. The identification is give by
identifying u : Σ → M and u′ : Σ′ → M if there is a biholomorphism ϕ : Σ → Σ′ such that
u′◦ϕ = u and ϕ(zi) = z′i, that is map marked points to marked points. This has initial issues:

1. Why is this a finite count?

2. Why is this independent of our choice of almost complex structure J
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Both of these should be solved by Gromov’s compactness arguments. Consider

M̃J
M,A,g,k = {u : Σ →M |∂u = 0}

and then define MJ
M,A,g,k = M̃J

M,A,g,k/ ∼. now, let MJ be the compactification of MJ by
stable maps. The idea here is to allows nodal Riemann Surfaces Σ which are “stable”. The
surface is stable if any compontent of Σ on which u is constant with g = 0 must have ≥ 3

special points, and when g ≥ 1 you need ≥ 1 special points. If we knew that MJ was a smooth
manifold, so an oriented closed manifold then we could reformulate these GW-invariantts as

GWM,A,g⟨β1, ..., βk⟩ =
∫
[MJ

]

ev∗iPD(β1)⌣ ... ⌣ ev∗kPD(βk) ∈ Q

Where evi : MJ → M takes a curved to the image of the i-th marked point. Then [MJ
] ∈

Htop[MJ ]. Unfortunately, it is usually not the case that these are smooth manifolds. There
is one nice thing to say however. Here’s a classical fact(90s): If we choose a generic complex
structure J ∈ J (M), then the subspace of simple curves in MJ is a smooth manifold of
dimension (n− 3)(2− 2g) + 2c1(A) + 2k where M is of diemsnion 2n

Definition 1: Simple J-Holomorphic Curves

A J-holomorphic curve u : Σ →M is a “multiple cover” if f : Σ → Σ′ is a holomorphic
function of degree at least 2, and r : Σ′ → M such that u = r ◦ f . Otherwise, we call
u “simple”

If every curve was simple we’d be done. However the multiple covers usually give us trouble
as near them M is either singular or of the wrong dimension. Let’s see a simple example

Example 1.1. Suppose M is a Calabi-Yau 3-manifold, so n = 3 and c1(M) = 0, and assume
we have no marked points. Then

indMM,A,g,0 = 0

Given u : Σ → M , given a branched cover f : Σ′ → Σ we get u ◦ f another J-holomorphic
curve. There are a lot of such maps, and we get a large dimension worth of them when we
expected a zero diemsnional one. Suppose we look at deg κ maps P1 → P1. Then

dim{P1 → P1}/ ∼= 2(1− 3) + 4κ = 4κ− 4

If we set B = {u : Σ →M}, then there’s a (banach) vector bundle E → B with fibers

Eu = Γ0,1(u∗TM) = Hom0,1(TΣ, u∗TM)

There’s a section ∂ ∈ Γ(E) such that M̃ is just the zero section
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Definition 2: Regular Curve

We say that u is “regular” if the linearization of ∂ at u, Du is surjective.

Fact: M̃ is smooth near regular curves. The best thing you could hope for is that the multiple
covers are an orbifold.

Definition 3: Semipositive Symplectic Manifold

A symplectic manifold (M,ω) is “semi-positive” if for all A ∈ π2(M) such that ω(A) > 0
and c1(A) ≥ 3− n, then c1(A) ≥ 0

Theorem 2: Ruan-Tian, McDuff-Salamon

For generic almost complex structure J ∈ J (M),

ev : MJ,simp
M,A,g,k →M×k

is a psuedo-cycle of dimension (n− 3)(2− 2g) + 2c1(A) + 2k.

In this case, [MJ
] has a Z-valued fundamental class. This is about as far as you can get

with classical methods, as the multiple covers really start to cause problems. As a fix, we
can define virtual fundamental classes [MJ

]vir ∈ H(n−3)(2−2g)+2c1(A)+2k(M
J
,Q). When would

you have a clear expectation of what this virtual fundamental class may be?

Example 1.2. Suppose MJ actually is a smooth manifold of the wrong dimension. Further
assume that for each u : Σ → M ∈ MJ , TuM

J
= kerDu, but not that Du is surjective.

We can then define a vector bundle E → MJ such that the fiber Eu = cokerDu. Then
dimMJ − rank(E)− virtdim(MJ

).

Definition 4: Virtual Fundamental Class

[MJ
]vir = e(E) ∩ [MJ

] ∈ H(MJ
)

Patching these together globally can be troublesome, which is what Global Kuranishi Charts
set out to help solve.
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1.2 Roman Krutowski- Groupoids and Orbifolds

1.2.1 Topological/Lie Groupoids

Definition 5

A groupoid is an essentially small category with obejectis X and morphisms G, denoted
X ⇒ X with all arrows invetible, along with structure maps (s, t, c, u, i)

s, t : G→ X

c : G(y, z)×G(x, y) → G(x, z)

u : X → G

x 7→ ex

i : G→ G

g 7→ g−1

Recall that essentially small means that all homs G(x, y) are sets, and there is a set S ⊂ X
such that for all x ∈ X, there is an equivalent element to x in S. Any group is groupoid with
a single object, but there are more interesting examples:

1. If H acts on X we get a groupoid G⇒ X where

G = {(x, h, y) ∈ X ×H ×X|hx = y}

2. The category of genus G surfaces with m marked points, Dg,m where the morphisms
are diffeomorphisms

3. The path groupoid. IfX is a topological spaces, then P ⇒ X where P =
⊔

(x,y)∈X×X P(x, y)

where P(x, y) are homotopy classes of paths from x to y

Definition 6: Topological Groupoids

A “Topological Groupoid” is small with (G, x)-spaces and structural maps continuous.
We denote by |X| = X/ ∼ where we identify points with an arrow betwen them.

Definition 7: Open and Proper Groupoids

We say that a topological groupoid G⇒ X is “open” is s, t are open maps, and “proper”
if s, t are proper maps

Theorem 3: Hausdorff Quotients

|X| is Hausdorff for open, proper topological groupoid with Huasdorff X
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Definition 8: Proper Lie Groupoid

We say that G ⇒ X is a “proper Lie Groupoid” if G,X are smooth manifolds with
structure maps, and s, t are in addition submersions

Theorem 4

For G⇒ X a proper Lie Groupoid, and x, y ∈ X, then G(x, y) is a closed submanifold
of G, Gx is a Lie group, Gx is an immersed submanifold of X, and tx : G(x,X) → Gx
is a Gx-principal bundle.

Proof. Here’s a sketch: Note that G(x,X) = s−1(x) is a manifold as s is a submersion. Define
Eg = ker(ds)g ∩ ker(dt)g ⊂ TgG. We claim that Eg|G(x,X) is an involutive subbundle. Now,
consider Lg : G(X, x) → G(x, t(g)) which is a diffeomorphism and (dLg)(E1X ) = Eg giving
us the claim. Thus we have a foliation, and so leaves of Eg|G(x,X) are connected components
of the fibers of tx

1.2.2 Slices

Definition 9

Let f : Y → X be a map, then we can associate a groupoid pullback of G ⇒ X,
f ∗G⇒ Y by

f ∗G(y1, y2) = G(f(y1), f(y2))

Proposition 1

Suppose G ⇒ M is a proper Lie Groupoid, and f : N → M is a transverse to all
G-orbits. Then

1. f ∗G⇒ N is naturally a proper Lie Groupoid

2. |N | → |M | is a homeomorphism onto it’s image

We can see a special case of this in slices

Definition 10: Slices

A submanifold S ⊂M is a “slice” through x ∈M if TxM = TxS ⊕ Tx(Gx)

Note that this is the same as i∗G = G(S, S) → S as a local groupoid. Given a collection of
slices {Sα}α∈A, then let S =

⊔
α∈A Sα with iα : S → M which induces i∗G → S. These give

you local topology of a quotient
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Definition 11: Weak Equivalence of Lie groupoids

A map(functor) f : (H ⇒ N) → (G ⇒ M) is a “weak equivalence” if in addition to
preserving the smooth structures, f : N → M has nonempty transverse intersections
with every orbit, and H(x, y) ∼= G(f(x), f(y))

Definition 12: étale Lie Groupoid

We say that a Lie Groupoid is “étale” if s and t are local diffeomorphisms

Now let g ∈ Gx. We’d like an action of g on S. If our groupoid is étale, then we have
diffeomorphisms

S G(S, S) S

Ux S−1(Ux)

s t

s−1

t

So we can define ϕg = t ◦ s−1. For a small neighborhood, we get Vx with a smooth action of
Gx on Vx giving is |Vx| ∼= Vx/Gx. This is exactly what the orbifold picture says, these are
the local uniformizers where we have a local chart modded out by a finite group action.

1.2.3 Large Groupoids

Main example of why we may need Large Groupoids is as follows. Fix J an almost complex
strcutre on a symplectic manifold M . Define

EJ ⇒ XJ

Where

XJ =
⊔

(Σ,θ)∈Dg,m)

M̃(Σ, θ,M)

EJ =
⊔

((Σ,θ),(Σ′,θ′))∈Dg,m×Dg,m

E((Σ, θ), (Σ′, θ′))

for u0 = (Σ, j0, θ, u0) we can associate a chart

U = {(Σ, j, θ, u)|(j, u) ∈ M̃}

8
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Proposition 2

let {Uα ⊂ X}α∈I be a collection of local models, then for

GI =
⊔

G(Uα, Uβ) ⇒ UI :=
⊔

Uα

We get i : |UI | → |X| a homeomorphism onto it’s image.

1.3 Austin Christian- Local Kuranishi Charts and Implicit Atlases

1.3.1 Implicit Atlases

An implicit atlas ought to exist on zero sets, whether or not 0 is a regular value or not.
Imagine you have a smooth function f : Y → R for Y a smooth manifold, and consider
X = f−1(0). We’d like to talk about X whether 0 is a regular value or not, so consider

F : Y × R → R
(y, z) 7→ f(y) + z

For which F−1(0) is smoothly cut out and X ⊂ F−1(0). Projecting Y × R → R cuts out
X. To get the definition, replace Y × R with an arbitrary vector bundle p : E → B where
X := s−1(0) for some smooth section s : B → E. Locally, we’d like X to look like the zero
set of projection to a fiber restricted to a submanifold

9



1.3 Austin Christian- Local Kuranishi Charts and Implicit Atlases 1 SATURDAY

Definition 13: Proto-Implicit Atlas

For a compact Hausdorff space X, a “proto-implicit atlas” consists of an index set A
and the following data:

1. A finite dimensional vector space Eα for each α ∈ A called the “obstruction
spaces”, and note for I ⊂ A, EI :=

⊕
α∈I Eα

2. A topological Manifold Xα called the “thickenings” for each α ∈ A. In fact, XI

for each I ⊂ A finite, with X∅ is homeomorphic to X

3. A map sα : XI → Eα called a “Kuranishi map” for each α ∈ I, and for each
I ⊂ J we define SI : XJ → EI as sI =

⊕
α∈I sα

4. The Kuranshi maps satisfy a “transversality axiom”: For each ∅ ≠ I ⊂ J ⊂ A
finite, the map sJ\I : XJ → EJ\I is locally on the projection

Rd+dim(EJ ) → Rdim(EJ\I)

over o ∈ EJ\I

5. An open set UIJ ⊂ XI for all I ⊂ J ⊂ A finite called a “footprint” such that

(a) X∅ =
⋃

∅̸=I⊂A finite U∅I

(b) UIJ ∩ UIK = UI,J∪K

(c) UII = XI

6. For each I ⊂ J ⊂ A finite, a homeomorphism called a “footprint map”

ψIJ : (sJ\I |XJ
)−1(0) → UIJ

Satisfying:

(a) ψIJ ◦ ψJK = ψIK with ψII = id

(b) sIψIJ = sI

(c) ψ−1
IJ (UIK) = UJK ∩ (sJ\I |XJ

)−1(0)

So what is a Local Kuranishi chart? Each α ∈ A gives us a basic chart or a “local Kuranishi
Chart". For our space X, we’ve included an open subset s−1

α (0) which also includes into Xα

as a closed set:
X s−1

α (0) Xα Eα
open closed sα

10
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1.3.2 Zero Locus of a Banach Bundle

Let p : E → B be a vector bundle with a section s : B → E. We want to build an implicit
atlas on s−1(0). Let A be all possible thickening data where a thickening datum consists of

• An open set Vα ⊂ B

• A finite dimensional vector space Eα

• A smooth homomorphism
λα : Vα × Eα → p−1(Vα)

For each I ⊂ A finite, we define a thickening as

XI =

(x, [e]α∈I)

∣∣∣∣∣x ∈
⋂
α∈I

Vα, s(x) +
∑
α∈I

λα(x, eα) = 0

 ⊂ VI × EI

Where VI =
⋂

α∈I Vα. The Kuranishi maps sα : XI → Eα are projections, with footprints

UII = {(x, [e]α∈I)|x ∈ VI} ⊂ XI

and footprint maps
ψIJ(x, [eα]α∈J) = (x, [eα]α∈I)

1.4 Soham Chanda - Global Kuranishi Charts

What is a Global Kuranishi chart? It’s additional structure given to a compact Hausdorff Z,
so start with a vector bundle E → T over a smooth manifold T wish a section s
So at this point we have (−, E, T, s) representing Z. This missing piece of data her is a
compact lie group G which acts on E (linearly on fibers), acts on T with finite stabilizers, and
s is G-equivariant. This 4-tuple is a Global Kuranishi chart, or GKC, for Z, so Z ∼= s−1(0)/G.
Noe that

vdimk(Z) = dimT − dimG− rank(E)

Note that homeomorphic spaces can have different GKCs.

Example 1.3. Consider the GKCs (0, C × C,C, (z 7→ (z, z2))) where s−1(0) = {0} so we
have vdim(Z) = 0. We can also have (0,C×C2,C, (z 7→ (z, z2, z2))), for which s−1(0) = {0}
and vdim(Z) = −1

Note that we need both T and E to be oriented, and for G to be an orientation preserving
action for this to be an oriented GKC.

11
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1.4.1 Equivalence of GKCs

There are a few ways of talking about equivalence

1. Germ equivalence: Given s−1(0) ⊂ U ⊂ T we look at (G,E|U , U, s|U) and we can
consider equivalence here.

2. Next, if we have a vector bundle p : W → T for whichG acts nicely, then we can consider
p∗W ⊕ p∗E → W which comes with a section sW = ∆W ⊕ p∗s : W → p∗W ⊕ p∗E. The
data of (G, p∗W ⊕ p∗E,W, sW ) will give a “stabilization equivalence” GKCs.

3. Another choice here is that you can start with a G that is “too big”, and see what
happens. Given a Q equivariant principal G′-bundle q : P → T , we can consider the
GKC

(G×G′, q∗E,P, q∗s)

Which is equivalent to (G,E, T, s) in some sense.

In the second equivalence, we have that ∆w(w) = 0 implies that w ∈ T0 and so w ∈ s−1(0).

1.4.2 Virtual Fundamental Class

A virtual fundamental class is a map Ȟd(Z,Q) → Q where d = vdim(Z). We have to build
this. Starting off, the Thom class of a vector bundle E → T or rank r is Th ∈ Hr(E,E \ T )
such that Th|p := ι∗pT is a generator of Hr(Ep, Ep\0). Now, given Ȟd(Z,Q) = lim→Hd(U,Q)
where U ⊂ Z is a neighborhood in T/G. Given s : (T/G, T/G \ Z) ↪→ (E/G,E/G \ T/G)
we can look at

H∗(U,Q)
s∗ThE/G⌣
−−−−−−→ H∗(U,U \ Z) → H∗

c (T/G,Q)

We can then define the VFC as

Ȟd(Z,Q) H
dim(T/G)
c (T/G,Q)

Q

s∗ThE/G⌣

VFC
[T/G]

Theorem 5

VFC is invariant under equivalent GKC

Example 1.4. Let K1 = (0,C×C,C, s1 = (z 7→ z2)) and K2 = (0,C×C,C, s2 = (z 7→ z3)).
Here Z = s−1(0) = {0}, so we get a map for K1

Ȟ0(∗)
V FCK1−−−−→ Q

∗ 7→ 2

Doing the same with K2 gives 3 in the image of this map, so these GKCs are not equivalent.
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1.5 Siyang Liu - Everything BUT Kuranishi Charts

1.5.1 Bundles and Sections

The goal here is to describe geometric foundations to construct GKC on the moduli space of
psuedo-holomorphic curves. Let X be a smooth projective variety, and L be a holomorphic
line bundle on X. To this bundle we can associate D ⊂ X a hypersurface (Divisor) as follows;
given s ∈ H0(X,L) we can consider s−1(0) ⊂ X which is out divisor. Note that s−1(0) =
(λs)−1(0) for all λ ∈ C. In other words, we get a “linear system” |H0(X,L)| = P(H0(X,L))

Proposition 3

Given a divisor D0 ⊂ X, and let L = L(D0) that is the sections vanishing along D0,
then there is a one to one correspondence

{D effective, up to linear equivalence} ↔ {s ∈ H0(X,L)|D = s−1(0)}

Definition 14

L (or |H0(X,L)|) is “base-point free” if ̸ ∃p ∈ X such that p ∈ D for all D ∈ |H0(X,L)|

Definition 15: (Very) Ample

L is ample if ∃m >> 0 such that L⊗m is base-point free. If in addition L separates
points and tangent vectors, then we say that L is “very ample”

Theorem 6

L is very ample if and only if there exists an embedding φ : X ↪→ PN such that
φ∗OPN (1) = L.

The idea here is if we’re base-point free, then {si} is a basis of H0(X,L) so [s0 : ... : sk] :
X → Pk is well-defined

Theorem 7: Serre

If X is projective over A noetherian, OX(1) is a very ample line bundle, and F is a
coherent sheaf, then

1. ∀i ≥ 0, H i(X,F) is a finitely generated A-module

2. ∃n0 depending on F such that ∀i > 0 and ∀n ≥ n0, we have

H i(X,F ⊗OX(1)
⊗n) = 0

13
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1.5.2 Framed Curves

Looking at M0,0(Pd, d) where d is the degree of the curve, then

H∗(Pd,Z) ∼= Z[h]/hd+1

and h ∈ H2(Pd,Z) such that h(u∗[Σ]) = d. This moduli space is typically an orbifold.
moreover we have F ⊂ M consisting of nodal holomorphic spheres not contained in any
hyperplanes {xi = 0} for 0 ≤ i ≤ d. We also have a “universal curve” C → F whose fiber at
each point is the curve itself

Proposition 4: AMS ’21

Both F and C are quasi-projective and smooth

Proof. Given u ∈ F , we have a map u : Σ → Pd. This gives us a bundle u∗OPd(1) which is a
very ample line bundle over Σ with a prescribed basis {u∗xi} of H0(Σ, u∗OPd(1). So we have
a bijection

F ↔ {(Σ, L, F )| degL = d}/Aut

Where the automorphisms are maps ϕ : Σ → Σ lifting to ϕ : L → L such that ϕ∗ :
H0(Σ, L) → H0(Σ, L) is the identity. The smoothness corresponds to the fact that the
automorphism group is trivial.

Definition 16: Framed Curve

A “framed curve” is a triple (Σ, L,F) where L is a very ample line bundle and F is a
basis of H0(Σ, L) such that

1. Σ has g = 0

2. L should be strictly positive on any unstable component of Σ

3. F = {s1, ..., sd} a basis of H0(Σ, L) has

H(Σ, L, F ) :=

(∫
Σ

⟨si, sj⟩u∗Ω
)

i,j

Has positive eigenvalues

1.5.3 Hörmander’s Peak Sections

Fix a Kähler manifold (Y, J, ω) and a vector bundle E → Y and and consider the map −∧ω :
Ω∗(E) → Ω∗(E) and the metric adjoint of this is called Λω :

∧p,q T ∗Y ⊗E →
∧p−1,q−1 T ∗Y ⊗E

14
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Lemma 1

Fix an effective divisor D ⊂ Y and x ∈ Y \D, and let δe be the dirac delta at X with
value e ∈ E. Then there exists sk, šk of L⊗k and E ⊗ L⊗k such that ⟨sk, šk⟩ → δe as
k → +∞, so sk, šk vanish along D

2 Sunday

2.1 Julian Chaidez- Moduli Spaces in Pn

We’ve talked a lot about virtual fundamental cycles and Kuranishi charts, the point of this
talk is to see specific examples and check things directly.

2.1.1 Recollection

Mg,n(X
2m, A) is a set of maps u : Σg → X and some fixed marked points z1, .., zn ∈ Σg

such that u is J-holomorphic ands table, and then we quotient this set out. Recall that if
every curve in Mg,n(X,A) is regular (Du surjective), then the moduli space is an aorbifold
of dimension

vdim(Mg,n(X
2m, A)) = 2c1(TX)A+ 2(m− 3)(1− g) + 2n

Note that for u : (Σ, j) → (X, J) and J integrable, u is regular if and only if

H1(Σ, u∗TX) = 0

One way to see this is that the cohomology of u∗TX can be computed as the cohomology of

0 C∞(Σ, u∗TX) C∞(Σ, T ∗Σ⊗C u
∗TX) 0

. . . Ω0,0(u∗TX) Ω0,1(u∗TX) . . .

Du

The point of this is that Du is onto if and only if H1(u∗TX) = 0.

2.1.2 Moduli of Curves in Pn

Let’s start by looking at
M0,n(Pm, d)

We claim that every curve is regular in this moduli space

15
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Lemma 2

M0,n(Pm, d) is an orbifold of complex dimension

d(n+ 1) + (n− 3) + n

Proof. It suffices to show that H1(u∗TPk) = 0. We apply the Euler short exact sequence

0 OPn OPn(1)m+1 TPn 0

Restricting this to a cruve C in the moduli space we get a long exact sequence in cohmology

. . . H1(OP) H1(OPn(1)m+1|C) H1(TPn|C) 0

So if we can show that H1(OPn(1)m+1|C) = 0 we’re done. Note that H1(OPn(1)|C) = OP1(d).
Moreover, by Serre duality we know that

H1(OP1(d)) ∼= H0(OP(d)
∗ ⊗ ωP1)

Now, ωP1 = OP(−2) and OP1(d)∗ = OP1(−d) so

OP1(d)∗ ⊗ ωP1 = OP1(−d− 2)

Which admits no sections, so the cohomology in degree 0 vanishes, giving us

H1(OP1(d)) ∼= H0(OP(d)
∗ ⊗ ωP1) = 0

2.1.3 Moduli of curves in a Hypersurface

Now consider a curve with a Kuranishi chart. Fix X ⊂ Pm of degree d, and assume that
X = s−1(0) for s ∈ H0(OPm(ℓ)) and m > 3 so that by the Lefschetz Hyperplane theorem
there is a well-defined H2(X)-class of degree d. We consider

M0,n(X, d) ↪→ M0,n(Pn, d)

The goal is to define
[M0,n(X, d)]vir ∈ H∗(M0,n(Pn, d))

Lemma 3

We have
dimCM0,n(Pm, d) = d(m+ 1) + (m− 3) + n

As well as
vdimCM0,1(X, d) = d(m− 1 + ℓ) + (m− 1)− 3 + n

16
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Proof. By the virtual dimension formula we have that

vdimCM0,1(X, d) = c1(TX)A+ (m− 1− 3)(1− 0) + n

We just need to compute c1(TX). Using the short exact sequence

0 TX TPn|x νX 0

We get that c1(νX) = PD([x]) = ℓ[Pm−1], so c1(TX) = c1(Pm) − c1(νX) which is nothing
but PD((m+ 1)[Pm−1]− ℓ[Pm−1]) resulting in d · [P1].

We want to identify the virtual fundamental cycle [M0,n(X, d)]vir ∈ H∗(M0,n(Pn, d)) as the
euler class of an obstruction bundle or equivalently the VFC of a Kuranishi chart. Take the
bundle dual to X, OPm(ℓ) → Pm. Given u : P1 → Pm a J-holomorphic curve of degree d, we
can take a pullback and get

u∗OPm(ℓ) = OP1(dℓ)

Then sections H0(u∗OPm(ℓ)) are fibers of a vector bundle/sheaf living over M0,n(Pm, d)

π∗ev
∗O(ℓ) ev∗O(ℓ) OPm(ℓ)

M0,n(Pm, d) C 0,n(Pm, d) Pmπ ev

Where π∗ev∗O(ℓ) is the obstruction bundle in the Kuranishi chart. To get the section in the
Kuranishi chart, we know that X = s−1(0) for s ∈ Γ(OPn(ℓ)). By applying push-pull to a
section s we get a section σ of π∗ev∗O(ℓ) with the property that

σ−1(0) = M0,n(X, d) ⊂ M0,n(Pm, d)

Explicitly we have that σ−1(0) = u∗s. So we can define the VFC of this moduli space as

[M0,n(X, d)]vir := e(π∗ev
∗O(ℓ)) ∩ [M0,n(Pm, d)]

2.2 Mohan Swaminathan - GKC for genus 0 curves

2.2.1 Motivation

The goal of the talk is to explain the following theorem

Theorem 8: AMS ’21

Suppose (X,ω) is a closed sympletic manifold, J is an ω-tame ACS, A ∈ H2(X,Z),
n ≥ 0. Then M0,n(X,A;L) has a natural equivalence class of GKCs of the exp vritual
dimension. If we change J to J ′, the the charts are cobordant.

17
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2.2.2 Line Bundles on the Target

Given the symplectic form ω, we can approximate if by Ω which still tames J , but [Ω] ∈
H2(X,Q). By clearing denominators, we can assume [Ω] ∈ H2(X,Z). This gives us a
smooth complex line bundle LΩ over X with c1(LΩ) = [Ω]. We can then choose a metric and
a connection on LΩ such that the curvature form is −2πiΩ. This is the first auxiliary choice
in the construction

2.2.3 Framed Curves

Suppose u : Σ → X is a stable J-holomorphic genus 0 curve in the class of A. Let d :=
[Ω]A ≥ 1. Then we get u∗LΩ and regard it as a holomorphic line bundle on Σ using (u∗∇)0,1

as the ∂-operator. First an observation:

• deg(u∗LΩ) is non-negative on each component of Σ, and positive on each unstable
component of Σ

Now, choose a basis of H0(u∗LΩ) labeled F = (f0, ..., fd) . Now, there is a GLd+1(C) worth
of choice of F . Define the following matrix

H(Σ, u, F ) =

(∫
Σ

⟨fi, fj⟩u∗Ω
)

i,j

Lemma 4

H as defined above is positive-definite

Definition 17: Framed Genus 0 Curve

A “framed genus 0 curve” in X is a triple (Σ, u, F ) where

1. Σ is a nodal genus 0 curve

2. u : Σ → X is a smooth map in class A such that∫
u∗Ω ≥ 0

On each component and strictly positive on unstable components

3. F = (f0, ..., fd) is a choice of basis of H0(Σ, u∗LΩ) such that H(Σ, u, F ) is positive
definite.

18
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We say that (Σ, u, F ) is equivalent to (Σ′, u′, F ′) if there exists a biholomorphism φ : Σ → Σ′

such that the diagram
Σ

X

Σ′

u

φ

u′

commutes, and that φ∗F ′ = F . Observe that any framed curve (Σ, u, F ) gives us a degree d,
nondegenerate map

ϕF : Σ → Pd

Where ϕF = [f0 : ... : fd]. Now, let M∗
0,0(P, d) ⊂ M0,0(P, d) be the subset consisting of

non-degenerate stable maps. This subset is a smooth variety of the expected dimension.
Moreover there is a universal family sitting on top of this

C Pd

M∗
0,0(Pn, d)

ev

π

With C again being a smooth variety.

2.2.4 Achieving Transversality

Choose:

• Fix a relatively ample line bundle L on C → M∗
0,0(Pd, d) such that the U(d+1) action

on C lifts to L, and a metric on L that is invariant under U(d+ 1).

• A complex linear connection on both T ∗(0,1)C = T ∗C invariant under U(d+ 1) and on
TX

• An integer k ≫ 0

19
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Definition 18: GKC for genus 0 curve

Let K = (G, T, E , s, ψ) where

1. The thickening T is the space of tuples (Σ, u, F, η) where (Σ, u, F ) is a framed
curve, and η ∈ Ek(Σ, u, F ) where

Ek(Σ, u, F ) := H0(Σ, u∗TX ⊗ ι∗F (T
∗(0,1)C ⊗ L⊗k))⊗C H0(Σ, ι∗FL

⊗k)

such that
∂Ju+ ⟨η⟩ ◦ dι̃F = 0

2. The obstruction bundle E → T has fiber over (Σ, u, F, η):

Ek(Σ, u, F )⊕Hd+1

Where Hd+1 is the space of (d+ 1)× (d+ 1) hermitian matrices.

3. The obstruction section s : T → E such that

s(Σ, u, F, η) = (η, logH(Σ, u, F ))

4. ψ : S−1(0)/G→ M0,0(X,A; J) is the map forgetting the framing.

Now, given (Σ, u, F, 0) ∈ s−1(0) and fixing Σ, F we can consider

Ω0(Σ, u∗TX)⊕ Ek(Σ, u, F ) Ω0,1(Σ̃, u∗TX)
Du⊕⟨⟩◦dι̃F

We claim that this map surjects.

2.3 Amanda Hirschi - Kontsevich-Manin Axioms

2.3.1 Introduction

Consider first moduli spaces of stable curves. There are natural maps:

1. πk : M0,k → M0,k−1 the map that forgets a marked point

2. Sn ×M0,n → M0,n permuting marked points

3. φ : M0,?? ×M??,?? → M??,?? called the clutching map

20
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Lemma 5

For each partition S = S?⊔S? with |Si| ≥ 2 there exists a clutching map φs. Its image
is a divisor V?

Lemma 6

The Poincaré duals {γ? := PD(V?)}S generate H∗(M??,R) as a ring

Example 2.1. When n = 4, we have that S2 ∼= M0,4 thus γS = γS′ for any S, S ′

By the previous talk, we can associate to M?

??(X,A) a global Kuranishi chart

K = (G, T, E , s)

Crucially, there exists a submersion

T → B(?) ⊂ M0,0(????, d)

For some d ≥ 0. Now, let

πx : M0,n(X,A; J) → M0,0(X,A; J)

Be the forgetful map. Define

B?(d) := π−1(B(d)) ⊂ M0,n(Pd, d)

Lemma 7

The tuple
K? := G,B?(d)× T,B?(d)× E , id × s)

Is a GKC for M0,?(X,A; J)

The upshot of this is that we have a virtual fundamental class [M?

0,n(X,A)]
vir for any n. We

have an evaluation map
ev : MJ

0,n(X,A) → X?

and a stabilization map
st : MJ

0,n(X,A) → M0,?

If ? ≤ 2, we take M0,? formally to be a point

Definition 19

The “Gromov-Witten” classes of (X,ω) on the homology classes

GWX,ω
??? := (ev × st)???????????

I MISSED A BUNCH IN THIS SLIDE
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2.3.2 The Easy Axioms

1. Effective: If ω(A) < 0, then GW ?
? = 0

2. Grading: GW ?
? has degree d = dimR(X) + 2c1(A) + 2(n− 3)

3. Symmetry: Observe that Sn acts on M?,? by permuting the marked points. Then we
have for any ρ ∈ Sn that

⟨αρ(1), ..., αρ(n)⟩?? = (−1)?⟨α1, ..., αn⟩??

Which tells us VFC is Sn-invariant

4. ?????: If A = 0, then

⟨α1, ..., αn⟩?? =

{
b · ⟨α1 ⌣ ... ⌣ αn, [X]⟩ σ = b[pt]
0 else

Thus M0,n = X ×M0,n is regular, so VFC=VC.

2.3.3 Fundamental Class Axiom

Let πn : M0,n(X,A; J) → M0,?(X,A; J) just forget the nth marked point. Then if n ≥?,
then

⟨α1, ..., α?, ???⟩X,ω
?? = ⟨α1, ..., αm−1, ; (πk)∗σ⟩X,ω

?

The intuition here is that there’s no constraint on the nth marked points. In terms of VFCs,
this is equivalent to

(πn)∗(st
∗PD(σ) ∩ [M0,n(X,A; J)]

vir) = st∗PD((πn)∗σ) ∩ [M0,n−1(X,A; J)]
vir

if πn and st were submersions, this would follows from general algebraic topology. Given a
GKC, the proof is essentially the same.

2.3.4 The Splitting Axiom

Write PD(∆x) =
∑

i βi × γi and let

φ : M0,? ×M0,? → M0,?

be a clutching map. Then

⟨α1, ..., αn;φ?(σ0 × σn)⟩X,ω
??? =

∑
???

∑
i

⟨α?, ..., α?; βi, σ?⟩X,ω
? ⟨γi, α?, ..., αn, σ?⟩X,ω

????
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The intuition for this is to suppose that σi = [M0,?????]
vir, and then there’s some pic-

ture??????. Here’s a sketch of the proof: The map φ usually does not lift to a map

K? ×K? → K?

Instead, make a new GKC for M(A?, A?) := M????(X,A?; J)×M?(X,A?; J). Then set

B????(d?, d?) := M?(Pd, d0)×M???(Pd, d1) ∩ φ−1(Bn(d))

Which is regular, then
τ?????? := B?(d?, d?)×Bn(d) τ

is a manifold with φ̃ : τ??? → τn.

Lemma 8

K???? := (G, τ??, φ̃
∗Ek, φ̃∗sn) is a GKC for M(A?, A?) equivalent to SOMETHING I

DONT KNOW WHAT * IS

2.3.5 Divisor Axiom

Suppose that n ≥? and |α?| = 2. Then

⟨α1, ..., αn; [M0,n]⟩X,ω
??? = ⟨α?, A⟩ · ⟨α?, ..., αn−1; [M????]⟩X,ω

???

The intuition is that is α? = PD(Y ), for Y ⊂ X a divisor, a generic curve u : S2 → X has
Y · u = ⟨α?, A⟩, thus there exists ⟨α?, A⟩ many places for the nth marked points. Here’s a
proof sketch:

1. We can arrange for evα : τ? → X to be a submersion

2. τY := ev??(Y ) is a manifold with dim(τY ) = dim(τ??)

3. The VFC of (G, τY , E?|τY , sn|τY ) is ev∗?I MISSED A BUNCH IN THIS SLIDE
TOO

2.4 Mark McLean - GKS: Some Problems to Solve

2.4.1 Problems

Here are some problems:

1. Try to find simpler ways to build GKCs for moduli spaces of curves. These were
invented to find something “natural” to surject onto the cokernel of the ∂ operator.
Also, we wanted to identify the domain of a curve with an element of some explicit
family of nodal curves.
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2. Constructing nice GKCs for Floer Theory is still difficult. When you want to prove a
relation, like ∂2 = 0, you need to express the boundary of a moduli space as a fiber
product of GKCs via a morphism. Also when you forget marked points you want a
morphism between the charts such that

(a) The order in which you forget does not matter
(b) evaluation maps are still submersions
(c) It is still compatible with the fiber product maps above

3. If out symplectic manifold has special properties, do the charts inherit something nice
too? If i have a “nice” space X, do the GKCs for Gromov-Witten Theory look “nice”?
Does this put constraints on GW invariants? For instance does positive Ricci curvature
put constraints in the GW invariants? Looking at a primitive classes would be a start
since one does not have to wrestle with gluing and smooth structures

4. Can we construct GKCs for other Floer theories, like Instanton Floer?

Doing all of these in a nice way is tricky, but we’ll focus on the second. Let’s look at the
Floer Theory problem. Recall that a GKC is a tuple (G, T,E, s) where G is a compact Lie
Group, E → T is a G-vector bundle with G equivariant section s, and G acts faithfully and
semi-freely on T .

Definition 20: Morphisms of GKCs

A morphism of GKCs (G, T,E, s) → (G′, T ′, E ′, s′) consists of an equivalence class of
commutative diagrams

E π∗E E ′

T P T ′

s
π∗s

f

s′

Where π is a G-equivariant principal G′-bundle, f is a G′-equivariant map

For germ equivalence we have

E ′|U E ′|U E ′

T ′|U T ′|U T ′

p

id

s s

id

s′

For stabilization we have
E E p′∗E ⊕ E ′

T T E ′

p

id

p′∗ps s

id 0−section

p∗s+∆
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We want to construct a “nice” system of GKCs for Floer Theories, with morphisms between
them corresponding to gluing maps as well as forgetful maps. However, for simplicity let us
just look at compatible systems for genus g curves. It would be nice for us to have:

1. If we fix g, h ∈ N and each β ∈ H2(X,Z) we’d like to assign a GKC Th,g,β to the moduli
space of genus zero curves with h marked points representing β

2. These have evaluation maps ev : Th,g,β → Xh which are submersions

3. For each bijection ϕ : {1, ...h1}×{1, ..., h2} → {1, ..., h1+h2}, we have a corresponding
map of GKCs:

Gϕ : Th1+1,g1,β1 × Th2+1,g2,β2 → Th1+h2,g1+g2,β1+β2

For each i ∈ {1, ..., h}, we have a forgetful morphism Fi : Th,gβ → Th−1,g,β forgetting
the i-th marked point.

2.5 Mohan Swaminathan - GKC for Higher Genus Holomorphic
Curves

2.5.1 New Issues in Higher Genus

Suppose we started with a map u : Σ → Pn. If we knew the degree of the map, pulling back
O(1) we know exactly the line bundle we get in the genus zero case. In higher genus this
goes wrong: For a nodal curve Σ of genus g > 0, there exists holomorphically nontrivial but
topologically trivial line bundles. This also has to do with the fact that H1(Σ,OΣ) ̸= 0. This
causes a number of issues. Suppose u : Σ → X is a stable J-holomorphic curve of genus
g ̸= 0

1. dimH0(Σ, u∗|Ω) can jump as u varies! For example if we have a torus attached to a
sphere, and the torus gets mapped to a point, i.e. it’s a ghost component. The remedy
for this is to replace LΩ by another natural choice without this issue. What we do is
consider ωΣ ⊗ (u∗LΩ)

⊗3. The 3 is enough to stay positive if we need to subtract 2 as in
Julian’s talk.

2. Suppose we “frame” u : Σ → X using a basis F of H0(Σ, ωΣ ⊗ (u∗LΩ)
⊗3). This gives

us ϕF : Σ → PN , giving us an isomorphism

ϕ∗
FO(1) ∼= ωΣ ⊗ (u∗LΩ)

⊗3

Now, considering [ϕF ] ∈ M∗
g(Pn, d) What happened here?
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2.5.2 Picard Groups of (families of) Curves

Definition 21: Picard Group

Let Σ be a nodal curve, and deifine

Pic(Σ) = {L→ Σ holomorphic line bundles}/ ∼

Which is a group under tensoring, and Pic0(Σ) is the subgroup of topologically trivial
line bundles. Suppose π : C → S is a family of nodal curves, then

Pic(C /S) = {(s, [Ls] : s ∈ S, [Ls] ∈ Pic(C )

And Pic0(C /S) is fiberwise Pic0 from before

Now, suppose we have a single curve Σ, and consider the short exact sequence of sheaves

0 Z OΣ O∗
Σ 02πi exp

The first part of the long exact sequence in cohomolgoy is

0 Z C C∗ 0

After this zero we have

0 H1(Σ,Z) H1(Σ,OΣ) H1(Σ,O∗
Σ) H2(Σ,Z) 0

c1

So Pic0(Σ) ∼= H1(Σ,OΣ)
H1(Σ,Z) where the isomorphism is induced by the exponential map. Now, for

a family of curves π : C → S, then s 7→ H1(Cs,OCs) defines a rank g holomorphic vector
bundle on S, which we’ll denote H∗

C/S. We then get

H∗
C/S → Pic0(C/S)

Is an analytic isomorphism in a neighborhood of the zero section

2.5.3 Construction

We want to construct a GKC for Mg,0(X,A; J), so we have to make some choices:

1. Choose LΩ as before and define d = [Ω] · A ≥ 0

2. For every u : Σ → X we define Lu = ωΣ ⊗ u∗L⊗3
Ω

3. Choose an integer p ≫ 1, and define m = p(2g − 2 + 3d) = deg(L⊗p
u ), N = m − g =

h0(L⊗p
u )− 1, G = PGLN+1(C) and G = PU(N + 1).
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Now we get a new notion of framed curve: A tuple

(Σ, u, L, F )

Where

1. u : Σ → X is a stable C∞ map of genus g

2. L is a holomorphic line bundle of multi-degree 0

3. F = (f0, ..., fn) is a C-basis of H0(Σ, L⊗p
u ⊗ L)

In addition we need

1. A C-linear connection ∇X on TX

2. A large integer k ≫ 1

3. λ : {Framed stable map} → G /G a G -equivariant map

Definition 22: GKC

K = (G, T, E , s, ψ) where

1. T is the module space of tuples

(Σ, u, L, F, η, α)

Which consists of framed curves with some extra data: η ∈ Ek(Σ, u, L, F ) and
α ∈ H1(Σ,OΣ) such that

∂u+ ⟨η⟩ ◦ dι̃F = 0

and L = exp(α)

2. E → T has fiber over (Σ, u, L, F, η, α) given by

H1(Σ,OΣ)⊕ Ek(Σ, u, L, F )⊕ su(N + 1)

3. s : T → E is defined as

s(Σ, u, L, F, η, α) = (α, η, i log λ(...))

4. G = PU(N + 1)
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